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Abstract
The Fog of Trust protocol was supposed to allow a prover
Peggy and a verifier Victor to perform a secure multiparty
computation to determine the number of third parties that
Victor trusted and that vouched for a certain property of
Peggy. We intended to use formal methods to first state and
then prove the privacy properties of the protocol. Instead,
the analysis lead to the discovery of two previously unknown
design failures that allow an adversary to break the privacy
assurances the protocol was expected to provide. This paper
briefly presents the Fog of Trust protocol and the vulnerabil-
ities, which at this point we are unable to fix.

CCS Concepts: • Security and privacy→ Privacy-pre-
serving protocols.
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1 Introduction
The main purpose of the Fog-of-Trust protocol is to enable
two parties, who privately own sets � and � respectively,
to calculate |� ∩ � |, i.e. the size of the intersection, without
disclosing the elements in their sets to the other party. Ad-
ditionally, only one of the two parties actually should learn
|� ∩ � |, and to prevent the other party from cheating, their
elements must be digitally signed, preventing them from
including arbitrary elements in their set.
The idea for the Fog-of-Trust (FoT) protocol dates back

to 2016 where it was proposed as a component in an online
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abuse detection system to securely and privately compute
properties over the social graph in decentralized online so-
cial networks [4]. The protocol was formalized and imple-
mented in 2023 [6], this time with a focus on addressing
the well-known privacy issues of the widely used email en-
cryption protocol OpenPGP and its web of trust [8] (i.e. the
social graph resulting from trust relationships between in-
dividuals), with an eye on providing more automation to
also address usability concerns with OpenPGP [9]. Beyond
OpenPGP, a privacy-friendly method to securely associate
public keys with identities in a decentralized way would
be useful for a wide range of applications requiring secure
communication, especially in the domain of peer-to-peer
payments over the Internet. We analyzed the descriptions of
the FoT protocol of [4] and [6] with the goal of formalizing
the security and privacy properties and then proving those
properties. Instead of a proof, we ended up finding funda-
mental flaws in the design of FoT that completely undermine
its privacy promises.

The FoT is supposed to be a private set intersection cardi-
nality protocol performed between two parties, Peggy, the
prover, and Victor, the verifier. Both parties are assisted by
many additional Walters, the witnesses. Peggy and Victor
have interacted with the Walters before executing the core
part of the FoT protocol. The Walters are thus not part of
the online interaction. The motivation for the protocol is
that Victor will accept a statement about Peggy if a suffi-
cient number of Walters have affirmed that statement. The
statement could be that Peggy:

• uses a certain public key (for example, to check the
association of public keys with e-mail addresses as
done by the Web of trust for OpenPGP),
• is part of a certain social group (a statement of group
membership and limit abuse in online social networks
as envisioned by [4]), or
• is a victim deserving special consideration (for exam-
ple, refugees may be asked to provide witnesses for
abuse in a real-world asylum process).

Before the core part of the FoT protocol is run, Peggy col-
lected digital signatures in support of the statement from a
number of witnesses (all called Walter). Victor similarly built
a database of trustedWalters, as, given the possibility of Sybil
attacks [3] where Peggy just digitally simulates the existence
of additional Walters, Victor must only accept testimony

https://orcid.org/0009-0003-7230-8282
https://orcid.org/0000-0002-6858-6808
https://doi.org/10.1145/3694848.3694853
https://doi.org/10.1145/3694848.3694853


JENSFEST ’24, October 22, 2024, Pasadena, CA, USA Özgür Kesim and Christian Grothoff

of those Walters that he considers qualified as witnesses.
Privacy requirements arise in scenarios where Peggy is not
willing to disclose the identities of her witnesses (her per-
sonal connections), and also Victor is not willing to disclose
the identities of his trusted acquaintances.
Formally speaking, the protocol starts with a situation

where Victor has a set ) of public keys of Walters that he
trusts and Peggy has a message< encoding the statement
she wants to convince Victor of, together with a finite set
of pairs (?8 , f8 ) of public keys % = {?8 } and corresponding
signatures f8 over<.

The aim of the Fog-of-Trust protocol is then for Victor to
learn the size of the intersection % ∩) , that is the number of
trusted witnesses for the statement<, while also providing
Victor with a zero-knowledge proof that Peggy has valid
signatures f8 over< by ?8 , but without Victor learning any-
thing about % or Peggy learning anything about) . The latter
was expected to be relaxed to cover obvious edge cases, such
as the order of magnitude of the size of the sets (which may
be sufficiently obscured by padding) or information that can
be deduced from |% ∩) | and ) .
Our original objective was to provide formal definitions

of the security properties of the protocol via securtiy games,
and to provide their formal proofs. However, during the
course of formulating appropriate security games for dif-
ferent aspects of the protocol, two of the games turned out
to be winnable by an adversary, disclosing major flaws in
the design of the protocol: % ∩) is fully disclosed to a ma-
licious Victor, and in addition, Peggy can — under certain
circumstances — learn ) .
In the following sections we will first formalize the Fog-

of-Trust protocol and define the security proterties we are
interested in via security games. We then show how one of
the games can bewon by an adversary by design, and another
game can be won by the adversary in an concrete instantia-
tion of the protocol with specific cryptographic primitives
under certain circumstances.

2 Fog-of-Trust protocol
To motivate the construction of the Fog-of-Trust protocol,
consider the following simplified situation for the two parties:
Victor has a finite set ) = {C1, . . . , C=} of trusted public keys
and Peggy has (f, ?,<) — a signed message< along with
a signature f that both can be verified with the public key
? . Victor wants to know a) if f is a valid signature for <,
verifiable with ? , and b) if ? ∈ ) . Peggy also wants to prove
a) and b), but not disclose ? itself.
To achieve this, let’s assume both parties are provided

with a so-called blinding mechanism that for a given message
< transforms a valid (signature, public-key) pair (f, ?) into
another valid (signature, public-key) pair (g, @) for the same
message<, and which is unlinkable to the original pair by
either party participating in the transformation. Unlinkable

heremeans that given some (g, @) derived from either (f1, ?1)
or (f2, ?2), it is not practical to determine whether (g, @)
was derived from (f1, ?1) or from (f2, ?2). Incidentally, the
transformation can also operate only on the public keys.
If such a blinding mechanism exists and can be trusted

by both parties, they can use it to 1.) substitute Victors’s set
of public keys ) of trusted Walters with another equivalent
set & = {@1, . . . , @=} (without knowing which C8 corresponds
with which @ 9 ) and 2.) substitute Peggy’s pair (f, ?) with
another valid pair (g, @) for the same message. That way,
Victor can a) verify the signature g for message< with public
key @ and b) check if @ ∈ & , but without learning which of
the original C8 corresponds to @.
The aim of the Fog-of-Trust protocol is to create such

a blinding mechanism that is trusted by both parties and
achieves the wanted results with certainty, up to an adjust-
able error margin.

Following the description in [6], the core functionality of
Fog-of-Trust will be defined in terms of five function signa-
tures, which are explained below. These functions and their
corresponding spaces must fulfill particular properties which
will be defined next. An instantiation of the protocol can
freely choose these functions, provided they fulfill the re-
quirements.Wewill later provide a particular instantiation of
the protocol with concrete functions based on cryptographic
primitives originally proposed by [4] and also used in [6].
Without loss of generality, we shall assume M = {0, 1}∗

and P,K, S,H,Ω all denote subsets ofM, with P,K, S of finite
size and Ω = {0, 1}_ , H = {0, 1}` consisting of elements of
fixed lengths _, ` ∈ N. None of the sets must be prone to
exhaustive search in polynomial time.
The five functions we need for the construction of the

Fog-of-Trust protocol shall have the following function sig-
natures:

KeyGen : Ω → P × K
l ↦→ (?, B)

Sign : M × K→ S

(<, B) ↦→ f

Verify : S × P ×M→ Z2,

(f, ?,<) ↦→ 1

Hash : M→ H

G ↦→ ℎ

Blinding( ·) : Ω → Aut(S) × Aut(P)
l ↦→

(
lS (·), lP (·)

)
= Blindingl

The functions KeyGen, Sign and Verify are expected to be
a strong asymmetric signature-scheme, with additional re-
quirements in relation to Blinding, see below. KeyGen shall
generate a pair of (public, private) keys from a given random
value, Sign shall generate the signature for a given message
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< and a private key B , and Verify shall return 1 only when
the provided signature f for message< is valid for the given
public key ? . The function Hash is expected to be a cryp-
tographically strong hash function, which allows Peggy to
generate commitments to data without immediately disclos-
ing the data to Victor.

As motivated in the introduction to this section, Blinding
shall provide us with randomly chosen mechanisms to gen-
erate from any given pair (f, ?) ∈ S×P another pair (g, @) of
signatures and public keys. Such two pairs of signatures and
public keys must both be able to verify the same message,
and we therefore require the invariance ofVerify under blind-
ing and the commutativity of any two blinding operations.
That is, by trivially extending

Blinding+l =
(
lS, lP, 83M

)
we require a) for all l ∈ Ω:

Verify ◦ Blinding+l = Verify

and b) for all U, V ∈ Ω:

BlindingU ◦ BlindingV = BlindingV ◦ BlindingU
In particular, two blindings must commute over P:

UP ◦ VP = VP ◦ UP
We further denote with cP : S × P → P the projection

onto P and extend Hash to multiple arguments ℎ : M= → H,
for any = > 0, by writing ℎ(G1, · · · , G=) := Hash(G1‖ · · · ‖G=).
We also use salted hash functions ℎl (G) := ℎ(G ‖l), for
l ∈ Ω.
With these ingrediences, we can construct a trusted blinding
mechanism, in which Victor and Peggy jointly establish the
same double-blinding for their sets of public keys, reminis-
cent of the Diffie-Hellman key-exchange protocol [2]. Note
that Peggy also has to show the correct application of the
same blinding onto both sets (her public keys and the blinded
public keys from Victor) by incorporating a zero-knowledge,
cut&choose proof.The resulting protocol Fog-of-Trust is then
defined in Figure 1.

3 Security requirements and games
The main privacy goals of the protocol is that Victor learns
nothing about % or any element in % ∩) during the protocol,
and Peggy learns nothing about the trustees ) of Victor.
If we assume an honest Peggy, who applies the blind-

ing to both sets honestly, we can then drop the need for
the cut&choose proof – or equivalently: set the cut&choose
parameter ^ = 1. As a result, the commitments and all re-
dundant steps in the protocol can be removed and the whole
protocol reduces to the one given in Figure 2.
However, even in this reduced variant of the protocol,

Victor must not be able to learn anything about the content
of the intersection of both double-blinded sets, and Peggy

must not be able to learn anything about the contents of the
set of trusted public keys of Victor.

To make these requirements more precise, we define two
security games that are performed by an honest party and
an adversary, who execute the reduced protocol. The games
are defined such that winning means gaining knowledge
about some secret information. The adversary is allowed to
“cheat” in their steps during the execution of the protocol.
The security requirements for the reduced protocol would
then be defined as the inability of an adversary to win a
game with higher than expected probability.

The two games for the reduced protocol are formalized in
Figure 3 and are described as follows:

Identification1 (=): In this game Victor is the adversary,
trying to gain information about Peggy’s witnesses.
Victor starts with a set of = public keys {?8 }8∈{1,...,=}
of suspected witnesses, and Peggy has a single valid
signature for the public key ?2 for some random 2 ∈
{1, . . . , =}.
The objective for Victor is to determine the value of 2
(or equivalent ?2 ), and thus to identify Peggy’s witness
in his set of suspects.
The adversary playing as Victor is allowed to invoke
an arbitrary polynomial time algorithm

A1 : P(P) → P(P)
on finite subsets of public keys as the initial, general-
ized blinding step, and later a polynomial time algo-
rithm

A2 : P(P) × P(P) × P→ P

to identify the randomly chosen signatory from the
(double) blinded set of trustees.
Given that the set size intersection in the game is fixed
at 1 and Victor starts with = suspects, this implies
that the adversary should only be able to guess 2 with
probability =−1.

Identification2 (=): In this game Peggy is the adversary,
trying to gain information about Victor’s trustees ) .
The adversary is allowed to collaborate with any of
the trustees in order to achieve her goal. That is, the
adversary (Peggy) is allowed to perform an arbitrary
polynomial time algorithm on all blinded public keys
of the trustees, the public and private keys of the sig-
natories along with a blinded public key, and has to
find out which key was blinded:

B : P(P) × P
(
P × K

)
× P→ P

In particular, the adversary (Peggy) is challenged to
recognize one of the public keys {? 9 } from the blinded
set ) ′ which Victor transmits in the first set of the
reduced protocol. The game allows the adversary ac-
cess to the full set of all public and private keys of all
possible trustees. As we will see later, our attack only
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Victor
Has finite ) ⊂ P. // Victor starts with a set of public keys of trusted witnesses.

1 : U ←$ Ω // Victor picks a random number U for blinding,

2 : (_, UP) ← BlindingU // limits the blinding function to public keys

3 :
y) ′ ← UP () ) // and sends Peggy a randomly blinded version of this set.

Peggy

Has< ∈ M, finite (< ⊂ S × P // Peggy starts with a message with signatures for multiple public keys.

and let % := cP ((<).
4 : for 8 ← 1, . . . , ^ // For the initial cut&choose step, she prepares ^ many variants

5 : (V8 , l8 ) ←$ Ω × Ω // of randomly chosen blindings and salts for

6 : S′ [8] ← (ℎl8
◦ BlindingV8 ) ((<) // 1) commitments for her blinded signatures and public keys, and

7 : Q[8] ← (ℎ ◦ V8,P) () ′) // 2) commitments for the (now double-)blinded trusted keys of Victor,

8 :
y(<, S′,Q) // which she all sends to Victor, together with her message.

Victor

9 :
yC←$ {0, 1}^ \ {(0, . . . , 0)} // Victor decides which of the ^ blindings Peggy must disclose.

Peggy

10 : for 8 ← 1, . . . , ^ // Depending on each of the ^ bits in C, Peggy either discloses

11 : L[8] ←
{
V8 if C[8] = 0

(l8 ,BlindingV8 ((<)) otherwise
// her blinding, or the salt and her blinded set of (sig, key)-pairs,

12 :
yL // and sends the result to Victor.

Victor
13 : ' ← ∅
14 : for 8 ← 1, . . . , ^ // Victor can now, for each of the ^ bits in C, confirm that

15 : if C[8] = 0

16 : V ← L[8]
17 : assert (Q[8] = (ℎ ◦ VP) () ′)) // either Peggy’s commitment for double-blinding was correct, or

18 : else

19 : (l, ( ′<) ← L[8]
20 : assert (S′ [8] = ℎl (( ′<)) // her commitment for the blinded (signature, key)-pairs were correct,

21 : assert (Verify(( ′< × {<}) = {1}) // and the signatures are actually valid.

22 : & ← (ℎ ◦ UP ◦ cP) (( ′<) // He then applies his original blinding U to Peggy’s (blinded) keys,

23 : ' ← ' ∪ {|& ∩ Q[8] |} // and saves the size of the intersection of the two double blinded sets.

24 : assert |' | = 1 // Only when all the intersections are of the same size,

25 : return = (= ∈ ') // the protocol ran correctly, and it returns that size.

Figure 1. The Fog-of-Trust protocol —The protocol runs from top to bottom, step by step, and the acting party is headed
with a boxed name . The data transfered to the next party is marked with a downarrow ↓ data. Additional steps for storing
session data and verification of transmitted data are left out for better readability.
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Victor
Has finite ) ⊂ P.

1 : U ←$ Ω

2 : (_, UP) ← BlindingU

3 :
y) ′ ← UP () )

4 : Peggy

Has< ∈ M, finite (< ⊂ S × P
5 : V ←$ Ω

6 : ( ′ ← BlindingV ((<)
7 : ) ′′ ← VP () ′)

8 :
y(<, ( ′,) ′′)
Victor

9 : assert (Verify(( ′ × {<}) = {1})
10 : & ← (UP ◦ cP) (( ′)
11 : return |& ∩) ′′ |

Figure 2. Reduced naïve variant of the Fog-of-Trust
protocol — In this variant, Peggy is trusted to perform her
part of the blinding honestly in the Fog-of-Trust protocol in
Figure 1. The security parameter ^ for the cut&choose proof
in the original protocol is set to 1, and all commitments and
redundant steps are removed from the protocol. As the re-
duced protocol exposes a strict subset of the data exposed by
the full protocol, successful information disclosure attacks
against the reduced protocol trivially extend to the full pro-
tocol.

requires access to two private keys in the set, but with
respect to the privacy assurances we have to assume
that an adversary may collaborate with many poten-
tial trustees and then wants to learn which of their
collaborators have earned Victor’s trust. In the game,
a random potential trustee ?2 is singled out and the
adversary is challenged to return ?2 given only the
blinded key @2 ← UP (?2 ). Note that ) ′ is provided as
an unordered set, so the adversary cannot determine 2
simply by looking at the offset of @2 ∈ ) ′. Given that
the game assures the adversary that @2 ∈ ) ′, the adver-
sary should only be able to guess ?2 with probability
=−1.

These two games only formalize a subset of the security
and privacy objectives behind the full FoT protocol from
Figure 1. However, without these two key properties, the
rest of the protocol is basically pointless.

4 Analysis
In the following we present for each game a strategy for an
adversary to win the game. It is worth noting that the first

Identification1 (=)

1 : ®l = (l1, . . . , l=) ←$ Ω=

2 : (?1, . . . , ?=) ← (cP ◦ KeyGen)= ( ®l)
3 : % ← {?8 }8∈{1,...,=}
4 : % ← A1 (%)
5 : (2, V) ←$ {1, . . . , =} × Ω

6 : (_, VP) ← BlindingV
7 : & ← VP (%)
8 : @2 ← VP (?2 )
9 : ? ← A2 (%,&, @2 )

10 : return

{
1 if ?2 = ?

0 otherwise

Identification2 (=)

1 : ®l = (l1, . . . , l=) ←$ Ω=

2 :  := {(?8 , B8 )}8∈{1,...,=} ← KeyGen= ( ®l)
3 : (2, U) ←$ {1, . . . , =} × Ω

4 : (_, UP) ← BlindingU
5 : ) ′ ← (UP ◦ cP) ( )
6 : @2 ← UP (?2 )
7 : ? ← B

(
) ′,  , @2

)
8 : return

{
1 if ?2 = ?

0 otherwise

Figure 3. The games for identification of signatories
and trustees in the reduced protocol — In the first game,
Victor is considered the adversary, trying to identify which
public key is the right wittness for the message. In the sec-
ond game, Peggy is the adversary, trying to identify a single
trusted public key from Victor when given only a blinded
version of it. In both games, the respective adversary is al-
lowed to perform arbitrary polynomial timed algorithms on
the provided data in their steps during the execution of the
reduced Fog-of-Trust protocol from Figure 2.

game can be won for any instantiation of the procotol, i.e.
it is independent of the particular choices of the required
functions.

4.1 Winning game Identification1 (n)
The strategy to win the game Identification1 (n) by the ad-
versary is by choosing unique blindings, one per ? ∈ % . To
achieve this, the adversary starts with a random U ←$ Ω, and
derives a seed ℎU (?) for any ? ∈ P and picks the blinding
U? (·) ∈ Aut(P) to be

(_, U? (·)) ← Blinding
(
ℎU (?)

)
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Note that each such blinding is now uniquely associated
with an indivual ? ∈ % . The first adversarial function is then
defined as follows:

A1 (U) : P(P) → P(P)
% ↦→ {U? (?) | ? ∈ %} =: %

ForA2, the adversary is given (%,&, ?) ∈ P(P)×P(P)×P,
where& ← VP (%). They can now identify the chosen ?2 ∈ %
by iterating over @ ∈ % and checking for which @

U@ (?)
?∈ & (1)

holds in $ (=2). This relationship will always be true for
@ = ?2 because

U@ (?) = U@ (VP (?2 )) = VP (U@ (?2 )) ∈ &.
We now show that @ ∈ & with @ = ?2 is with high probability
the only solution to Equation (1). Let @′ ∈ % \{?2 } be another
key evaluated by the adversary. The bijectivity of VP implies
that the probability of

U@′ (?) = U@′ (VP (?2 )) = VP (U@′ (?2 ))
?∈ &.

is equivalent to that of

U@′ (?2 )
?∈ {U? (?) | ? ∈ %}

Given a collision-resistant hash function forℎU (?), the chance
of a random collision between the two automorphisms (for
a @′ ≠ ?2 ) is approximately |% ||P | , which for a large domain P
is negliglible. Thus, the adversary almost always wins the
game.

4.2 Winning game Identification2 (n)
For this game, we will formulate a winning strategy of the
adversary in the context of the concrete instantiation of the
FoT-protocol from [6] which is based on BLS signatures [1].
The choices of KeyGen, Sign and Verify are the correspond-
ing functions from the BLS scheme.
Specifically, in BLS signatures, a private key G is a scalar

and the element 6G in the underlying multiplicative group is
the corresponding public key. For signing, messages must
be mapped onto elements in the group, and a corresponding
element ℎ is then signed in BLS by computing the signature
f := ℎG . Validation of signatures requires a non-trivial bi-
linear map 4 : �1 ×�2 → �) for which then

4 (f,6) = 4 (ℎ,6)G = 4 (ℎ,6G )
holds for valid signatures. See [1] for details on constraints
for suitable groups.

The function Blinding is defined simply as exponentiation
in the underlying multiplicative group, for both signatures
and public keys: Given signature f = ℎG and corresponding
public key 6G on message ℎ, we can blind the signature f
and public key 6G with a scalar 1:

4 (f1, 6) = 4 (ℎ,6)G1 = 4 (ℎ,6G1)

Thus,f1 is a valid signature for the samemessageℎ, verifiable
by the derived public key (6G )1 .

In the game Identification2 (n) the adversary B gets(
) ′,  , @2

)
=
(
UP ({?8 }), {(?8 , B8 )}, UP (?2 )

)
, 8 ∈ {1, . . . , =}

which in the BLS instantiation is(
{6B8U }, {(6B8 , B8 )}, 6B2U

)
, 8 ∈ {1, . . . , =}.

The adversary now iterates over all B 9 , 9 ∈ {1, . . . , =} and
all G8 ∈ {6B8U }, 8 ∈ {1, . . . , =} and calculates G−B 9

8
, until they

find two distinct pairs (8, 9) and (8′, 9 ′) where G−B 9
8

and G−B 9 ′
8′

are the same value — which in this case must be 6U with high
probability (where the exponent U remains unknown to B).
The adversary then iterates again over the B8 and compares
(6U )B8 to 6B2U until they find a match and finally return the
matching ?8 .

5 Discussion
The presented games correspond to the information avail-
able and the computations performed by an adversary in
the reduced protocol, and thus trivially extend to the full
protocol. The special case of an intersection set size of 1 used
in the first game is not fundamental to breaking the secu-
rity; it simply makes it easier to express the desired privacy
property. Similarly, for the second game, the attack does not
require the adversary to have access to all private keys, as
the approach works as soon as the adversary knows at least
two private keys.

Giving an adversary access to private keys of parties that
they do not play as might seem a bit unusual in a security
model. However, especially in distributed systems we have
to assume that an adversary may participate in protocols
in multiple roles. The breaking of the second game is thus
a bit reminiscent of Dominic Tarr’s attack on 3DH, where
he showed that disclosing one party’s private key to the
adversary provides the adversary with a “wildcard” which
voids that party’s ability to authenticate messages [7]. These
types of attacks demonstrate that it is important for security
games to model adversaries with (partial) access to sensitive
information, including secret keys.

6 Conclusion
The Fog-of-Trust protocol of [4] is broken beyond repair.
However, many applications are in need of a solution to the
problem of threshold-validation of statements< by a set of
semi-trusted witnesseses. The modern canonical answer for
complex secure multiparty computations is the use of some
kind of zk-SNARK [5] construction. However, in practice, this
particular application domain comes with additional chal-
lenges, such as the set of witnesses being possibly unknown
at the beginning, witnesses signing statements independent
of each other and prior to the execution of the actual proto-
col. A possible approach to these challenges could be the use
of zk-SNARK proofs that operate recursively and potentially
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build an variable sized universal outer zk-SNARK, or to use
a fixed size construction based on padded binary trees. But
such constructions would require many constraints for each
layer in the tree and might therefore be impractical for real
application scenarios.
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